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INTRODUCTION / HISTORY

PURPOSE OF THE BENCHMARKING INITIATIVE

The 2000 pilot survey described in this report is a project of the “Benchmarking Initiative” of the National Association of Psychiatric Health Systems (NAPHS).   It is the next phase of the work initially published in the 1999 Benchmarking Indicators Survey Report.  The 1999 report documented which of a set of performance measures (selected for their potential value through a consensus process) are currently in widespread use among behavioral healthcare providers offering services along a continuum of care—including inpatient, residential, partial hospitalization, outpatient, and behavioral group practice.  

This report describes the results of a pilot test of selected performance measures conducted in 2000 among a subset of NAPHS members. The purpose of the pilot test was to determine whether facilities were able to provide data relative to the indicators, if the operational definitions used in the measures were congruent with the definitions used in the facilities, and if the indicators reported could be used by the entire field.

BACKGROUND

The NAPHS Benchmarking Committee began its work late in 1997.  The committee was convened during a time of significant national attention to quality and access in health care yet in an environment of seriously shrinking resources for behavioral health care.  The committee was guided by the following values: 

Values Statement.  We believe that:

· behavioral health care has demonstrable value – in both human and economic terms – for individuals, families, and communities 

· behavioral health care is a human services profession in which the needs of the individual patient must be paramount

· behavioral healthcare provider organizations have the expertise, experience, and services to improve the lives of individuals and families with behavioral health disorders

· professionalism demands that we continually improve what we do 

· behavioral healthcare providers have the responsibility to speak out on quality-of-care issues, including data collection.   

The committee began its work by reviewing behavioral health performance measures already in existence. Several measurement sets being developed focused on the needs of long-term patients or patients for whom a state or health plan held ultimate responsibility. The committee determined that, while there were areas of interest in all the measurement sets, none adequately represented the needs of the acutely ill psychiatric patient in a private inpatient, residential, partial hospitalization, or outpatient setting.  The committee identified several domains of measurement (including clinical performance, perception of care, peer review, and health status).  Drawing on its broad expertise, the committee then developed a list of measures based on these domains that it felt were meaningful, measurable, and manageable
 with respect to the population described.  Its goal was to develop a limited, rather than extensive list of indicators in order to focus on quality data collection (with attention to operational definitions) and resource conservation. 

The original set consisted of 18 measures.  The measures and their domains of measurement were the following: 

· adverse drug reactions  (clinical performance)

· restraint (clinical performance)

· seclusion (clinical performance)

· patient satisfaction (perception of care)

· established standards for peer review (peer review)

· peer review feedback to clinician (peer review)

· attempted suicide (clinical performance)

· completed suicide (clinical performance)

· readmission within 30 days to the same level of care (coordination of care) 

· symptom/functioning measurement at admission and discharge (clinical performance)

· family satisfaction (perception of care)

· health status (health status)

· satisfaction with medication and explanation of side effects in treatment (clinical performance)

· signature of family/legal guardian on treatment plan (coordination of care) 

· post discharge treatment appointment tracking (coordination of care)

· confirm attendance at appointment after discharge (coordination of care)

· contact with primary care physician during treatment (coordination of care)

· documentation of medication use in chart (clinical performance).

These measures, along with operational definitions, were distributed to the members of the National Association of Psychiatric Health Systems (NAPHS).  Members were asked to rank the measures according to how pertinent each was to the various levels of care. The Benchmarking Committee carefully reviewed the results of this survey and determined which measures would go forward for data collection during the pilot-testing phase of the project.  Criteria used in this review included applicability across populations (including levels of care and age groups), meaningfulness of data for immediate clinical and operational applications, potential for collection of valid and reliable data, importance in documenting quality, and best use of limited resources for data collection. The peer review measures (established standards for peer review and peer review feedback to clinicians) were collapsed into one measure and titled peer review.

As a result of this review, the committee decided not to include several measures in the pilot test phase of the project. The measures have merit and will be reconsidered at a later time.  The measures not included (based on the criteria above) were the following:  policy to document medication use in chart; family satisfaction with care (for families of child/adolescent patients); health status; satisfaction with medication and explanation of side effects; signature of family/legal guardian on treatment plan; post-discharge treatment appointment tracking; confirm attendance at appointment after discharge; and contact with primary care provider during treatment.  

THE PILOT PROJECT
The NAPHS Benchmarking Committee reviewed the 18 performance indicators that had been identified by members in the original survey as having important benchmarking potential across the continuum of care.  The committee then identified a subset determined to be the measures most meaningful, measurable, and manageable for the current purpose of data collection.  The subset consisted of the following nine performance measures: 

· adverse drug reactions

· completed suicide

· attempted suicide

· restraint

· seclusion

· symptom/function measure 

· readmission

· patient satisfaction

· peer review

The committee developed a data collection tool in which each measure was addressed both by patient population (child, adolescent, and adult) and by level of care (inpatient, residential, and partial hospitalization).  The tool included the operational definitions that had been used in the original project.  Respondents were asked to provide the number of admissions, discharges, and days of care for the fiscal year for which they were reporting data.  They were also encouraged to provide comments and to identify any areas that were unclear, where data was irretrievable in their system, or where definitions were not consistent with the definitions used by their organization.

Forty-eight NAPHS facilities (broadly representative of the NAPHS membership) volunteered as pilot test sites. The facilities represented all levels of care (including inpatient, residential, partial hospitalization, and outpatient services) and all populations served (including child, adolescent, and adult).  The sample included 14 not-for-profit facilities and 34 for-profit facilities.  Data was drawn from the most recent fiscal year.   This report is based on results of the pilot test, which included responses from organizations offering a total of 637,241 days of inpatient care; 601,595 days of residential care; and 161,993 days of partial hospital care.

DATA COLLECTION OBSERVATIONS

Observations from the pilot project include the following:

· Organizations were generally able to supply the data requested in the pilot project. 

· Certain operational definitions, such as adverse drug reactions, were not consistent with the way some organizations routinely collect data.  There were also differences in the way organizations collect data about restraint and seclusion (e.g., length of time before a therapeutic hold is classified as a restraint).  

· Some organizations were not able to differentiate all information according to populations (e.g., some could not separate data for children and adolescents).
· Some organizations could not give their days of care by population (e.g., adult, adolescent child).  
LESSONS LEARNED (BY INDICATOR)

Ì Serious adverse drug reactions.   

Serious adverse drug reactions (based on Food and Drug Administration guidelines) are reactions related to the administration of medication that result in any of the following:

· Death

· A life-threatening reaction (immediate risk of death).  For example, include neuroleptic malignant syndrome (NMS)

· Persistent or significant disability/incapacity (substantial disruption of one’s ability to conduct normal life function).  This is not intended to include experiences of relatively minor medical significance such as headache, nausea, vomiting, diarrhea, etc.

· Hospitalization or extension of an existing hospitalization.

Serious adverse reactions related to the administration of medication need to be understood by the individual organization as well as the industry as a whole.  Virtually every organization reviews serious adverse drug reactions in some way. 

Ninety-six percent of inpatient settings, 86% of residential settings, and 66% of partial hospital settings reported that they collect data on serious adverse drug reactions.  Data from four organizations were treated as outliers and not included in the totals reported because the number of adverse drug reactions reported by these organizations was dramatically higher than any of the other respondents.  The respondents reporting these numbers said that the definition of adverse drug reaction adopted by their organization was broader than the narrow definition used for the pilot project.

Lessons learned.  Consideration of the outliers in this study led to discussion within the Benchmarking Committee about the operational definition chosen for use in the study.  There remained strong support for use of the definition based on FDA guidelines.  However, the committee identified that individual organizations, for performance improvement purposes, need to collect data about a range of adverse drug reactions that fall in a category of severity that is less than those reportable to the FDA.  There is no standardized way these are categorized, but members of the committee reported using severity ranges attached to numbers (e.g., 1-5).  

Ì Completed suicide.   

Mental illnesses are a risk factor for suicide.  The Benchmarking Committee determined that it was important to identify the type of tracking currently in place in member organizations related to completed suicides. The data, while not currently collected centrally in the industry, are already part of larger data efforts.  For example, suicide rates are public health measures that are tracked by a number of federal and state agencies.

While suicide is a pressing issue for all organizations delivering health care, it is of particular concern within behavioral health care.  Admission criteria for psychiatric hospitalization often require that the patient be suicidal or homicidal.  Understanding the types of risk reduction strategies being used in the organizations reporting data for this study may be a very important expansion of this performance measure.

Lessons learned.  The number of inpatient, residential, and partial hospitalization completed suicides was extremely low.  The challenge for the future will be to encourage more widespread reporting to allow interpretation of data from a large database representing the diversity of clinical settings.

Ì Attempted suicide.  

The Benchmarking Committee selected this question to see if there were common data-collection processes and definitions relating to attempted suicides that may allow for future industry-wide discussions on this issue.  Having a system in place to identify those situations related to suicide attempts that should trigger a closer internal examination is a step many organizations have taken.  There is currently no database that can be used by individual organizations for comparison.  For purposes of this survey, the Benchmarking Committee selected an operational definition intended to focus on suicide attempts that were actually or potentially life-threatening or resulted in the need for urgent intervention rather than all actions that could possibly be defined as suicide attempts.  Such a specific definition would allow for more reliable and valid comparisons across institutions.

Lessons learned.  A number of responding organizations noted difficulty with the definition of suicide attempt used in the pilot study.  Because of the issues identified in the broad definition of suicide attempt, the Benchmarking Committee recommended that in future data collection efforts, the definition of suicide attempt be even more specific.  This would require that organizations collect data in a way that would make it possible to report suicide attempts that are consistent with the NAPHS proposed definition.  

The following is a proposed new operational definition for suicide attempt:  

Deliberate, self-injurious behavior that is intended to or may result in death and is distinguishable from either a suicidal gesture or suicidal ideation, which, while self-destructive in nature, is not intended to result in death.

Ì Restraint / Seclusion Episodes in Inpatient Settings.

In the original phase of the project, NAPHS members were asked if they track restraint and seclusion in their inpatient settings in a way that is consistent with operational definitions such as the following:  Seclusion is defined as the involuntary confinement of a person alone in a room where the person is physically prevented from leaving.  Restraint is defined as the involuntary restriction of a person’s freedom of movement, physical activity, or normal access to his or her body (not including temporary immobilization related to medical or diagnostic procedures, adaptive support, or therapeutic holding of a child for less than 15 minutes.)

Ninety-five per cent of hospitals and 70% of residential treatment settings responded affirmatively that they track restraint and seclusion (a number of residential treatment settings do not use restraint or seclusion, helping to account for the lower positive response).  In the pilot phase we collected data by setting (inpatient and residential) and by age group (child, adolescent, and adult).  

Organizations were generally able to submit independent data for restraint as well as for seclusion for the adult population (32 of 36).  A rate of restraint and a rate of seclusion use per thousand patient days was calculated for the adult population of these 32 facilities.  The four other sites submitted combined restraint and seclusion incidences so their data could not be used in calculating rates.  Rates were calculated by dividing the number of restraint (or seclusion) events (numerator) by the number of patient days (denominator) and multiplying the quotient by 1000.    

Some organizations were not able to break down their facilities’ data by age group (especially distinguishing between child and adolescent populations) and some were not able to separate restraint from therapeutic holds or separate seclusion from time out.   We also discovered that, because of widely varying state reporting requirements, data is collected according to many different definitions.  Several organizations reported that they could have provided the data if they reviewed each incident in relation to the definitions stipulated in the pilot project.  Because of the variability of the data, we could not calculate restraint and seclusion rates for the child and adolescent population.  This finding led us to begin working with NAPHS members and interested professional organizations to standardize these definitions, to identify facilities that can report the data according to the definitions, and to recollect data.  

Lessons learned:  There was great variation in the definitions of restraint and seclusion, particularly as they relate to children and adolescents.  Reporting mechanisms appear to be in place in all organizations for collecting data about restraint and seclusion.  If the field (in conjunction with regulatory and accrediting organizations) can agree on consistent definitions, the possibility for developing meaningful benchmarks seems to be very strong.

Ì Evaluation with a symptom/function measure on admission and prior to discharge.   

The Benchmarking Committee selected this indicator because it is important that treatment services track individual patient’s progress over time. This question was designed to determine whether organizations use any of a variety of valid and reliable symptom/function measures at admission and again at an appropriate point prior to discharge. By valid and reliable the committee meant a generally accepted, standardized measure.  Examples of frequently used measures include, but are not limited to, the Psychiatric Symptom Assessment Scale, Symptom Checklist-90 (SCL-90), Beck Depression Inventory (BDI), BASIS-32, and Brief Psychiatric Rating Scale (BPRS).  The Benchmarking Committee did not attempt to prescribe any particular set of symptom/function measures, but rather to determine whether facilities were systematically using a valid and reliable symptom/function measure and evaluating patients’ change over time. With such indicators in use, it would be possible to demonstrate the impact of psychiatric treatment across settings.

Market demands for treatment outcome data have been fueled by an ever-increasing need to justify the cost and usefulness of mental health services.  An essential component of a system that seeks to develop outcome data is a valid and reliable way of measuring change in symptoms and functioning over time. 

Lessons learned.  While a high percentage of respondents reported using some type of symptom/function measure, the variety of tools used and the ways they are applied vary significantly.   They also represent a broad range of operational definitions of outcome.  At this time, there does not seem to be convergence in the field as to how best to measure symptom/function change.  The variety of approaches offers a broad perspective on the issue and the field needs to be encouraged to continue to explore the use of many types of valid and reliable instruments to meet the evaluation needs of the diverse patient populations in treatment. 
Ì Readmission rate to same organization and level of care.  

Readmission rate is an indicator that is often requested by payors and regulatory bodies.  The intent of this question was to determine whether facilities are collecting this data as a way of determining if, in the future, industry-wide rates could be documented.   Extreme caution is necessary in interpreting any such data.  While readmission may indicate clinical issues that need to be examined, it may also indicate appropriate treatment of patients with chronic, recurring illnesses.  This indicator is intended as a trigger to encourage greater internal evaluation of the reasons behind the readmission pattern. In addition, there may be patients who have multiple hospitalizations in a short period but go to different organizations.  This presents a challenge to efforts to capture all multiple admission data.  The pilot project only asked for readmission data to the same organization and the same level of care.

The readmission rate was calculated by dividing the number of readmissions to a given facility within 30 days of discharge by the number of discharges and multiplying the result by 1000.  There are many reasons why someone might be readmitted to treatment within a short period of time.  One reason may be the impact of a patient’s underlying illness (e.g., a bipolar patient who has been started on a new medication may have a subsequent manic episode that places the patient at a level of risk that justifies readmission).  Other reasons may include premature discharge driven either by patient preference or reimbursement pressure, failed discharge planning, patient non-adherence with discharge plans, or lack of adequate referral options in the community.  

Some of these reasons for readmission can be controlled by the organization and some cannot.  

In addition, the behavioral healthcare delivery system itself has undergone a radical transformation in recent years with the influence of managed care.  Managed care’s push for a dramatic decline in lengths of stay over time has resulted in a hospital focus on a stabilization model.  This model advocates the discharge of a many patients to a less intensive level of care during what is still a very acute phase of their illness.  While this can often result in a successful treatment episode, if the services to support the patient at this less intensive level of care are not available, the patient may not be able to sustain gains outside the hospital.

Lessons learned.  The pilot study did not correlate readmission rates with factors such as diagnosis, length of stay, payor source, or adequacy of post-discharge referral sources.  Without this correlation, global readmission rates are of very limited value.  However, the resources necessary to do this complex correlation are not available within individual organizations.   
Ì Patient satisfaction.    

The Benchmarking Committee selected this indicator to determine whether facilities routinely collect and analyze patient satisfaction data and, if they do, whether there is any common language in how these questions are asked.  The intent was not to recommend or impose any particular system or instrument.  However, the committee recognized that it is important for the field to have standard consumer-oriented questions so that patient satisfaction data can be benchmarked. 

There is a wide range of ways organizations assess the satisfaction or perception of care of their patients.  Some facilities use standardized instruments and some have developed their own tools.   The rating scales associated with these types of questions varied, from 3-point scales to 5- or even 7-point scales.  Some surveys requested feedback only on specific services or individuals (e.g. rating satisfaction with the physician, the nurse, etc.).  This makes reporting a single satisfaction rate or benchmarking levels of satisfaction impossible.


The most frequently identified question was the National Committee for Quality Assurance (NCQA) question:  “All things considered, how satisfied are you with your current treatment experience?” This question was identified by the NAPHS Benchmarking Committee as one that holds promise for standardization.  

Lessons learned: In the pilot test we learned that, while virtually all providers assess patient satisfaction, the techniques used for this assessment vary greatly and that the comparability of data was relatively low (e.g. for comparing one facility with another). There are many valid (if not comparable) ways to collect patient satisfaction data.  Issues related to the nature of the questions being asked, the point in the treatment experience they are asked (prior to discharge, following discharge), data collection methods (random or convenience sampling, percent sampled, written surveys, phone interviews), acceptable return rates, and needs of special populations (children and adolescents/elderly) need to be explored in all the methods being used.

Ì Peer Review 

Peer review, for the purpose of this project, was defined as licensed independent practitioners having their care reviewed (on a quarterly basis), via the medical record, by another professional and receiving clinical feedback based on that review. The Benchmarking Committee selected this indicator to determine whether behavioral health systems currently track peer review.  This was seen as a key indicator because quality care can only be delivered by qualified, competent professionals. An important way to monitor and enhance professional competence is through regular review of practice and peer feedback.  Peer review has a strong tradition in medical care.   

Virtually all respondents had established standards for peer and professional review of clinical practice in place.  The qualities of this peer review that characterized the majority of the respondents were that the review is conducted by another professional, the professional receives feedback from the review, it is done either monthly or quarterly, and the process is conducted via the medical records of the practitioner’s patients.

Lessons learned:  Peer review is considered to be an important professional and quality improvement function designed to monitor the quality of care delivered by individual practitioners.  The high rates of compliance in all levels of care indicate that respondents have established criteria and time frames for peer review and that there are mechanisms in place for sharing this feedback with practitioners.  Within this broad framework, there is room for individual organizations to develop their own standards for the specific focus and format of the review.

LESSONS LEARNED:  

IMPLICATIONS FOR THE FUTURE
The challenges of data collection in behavioral health are reflected in this pilot test and have implications both for future association data-collection efforts and for data-collection efforts being considered at the national and state level. 

· There needs to be value in the data generated that is in proportion to the intensity of the data collection effort.  The data now being collected by facilities usually met two criteria:  relevant to decisions about current care and affordably gathered.  Allocation of limited resources needs to be directed to the collection of the most important data.

· We must focus on indicators that provide us with the most useful clinical and operational data possible within the scope of the data currently available within organizations.

· Organizations need as close to real time data as possible.  We must be able to provide comparative benchmarking data quickly.
· Definitional decisions have significant policy implications.  Data can only be comparable and meaningful if facilities are comparing like experiences.  Widely diverse state, local, and national standards often lead organizations to adopt similar – but not identical – definitions.
· We must be very clear about operational definitions.  All benchmarking and core measures data must be collected according to the same definitions.  In situations where there are differences, we must help organizations move toward common agreement.

· If organizations use operational definitions that are different from the question asked, they are not able (short of going to primary sources such as the patient record or reviewing their entire data base and applying the study definitions) to report the data.

· In this pilot test, there was great variation in the definitions of restraint and seclusion, particularly as they relate to children and adolescents.  Reporting mechanisms appear to be in place in all organizations for collecting data about restraint and seclusion.  If the field (in conjunction with regulatory and accrediting organizations) can agree on consistent definitions, the possibility for developing meaningful benchmarks seems to be very strong.

· The definition of attempted suicide used in this pilot test needs to be clarified.  Because of the wide variation in incidences reported, we suspect that some organizations reported incidences that were not of the severity of the operational definition used in the pilot (actually or potentially life-threatening or resulted in the need for urgent intervention). 

· In this pilot test, we used the FDA definition of an adverse drug reaction.  In the pilot test, we found a very low incidence of serious adverse drug reactions based on this definition.  While we would recommend this as the global reporting definition, we recognize that for purposes of performance improvement in individual organizations, data related to drug reactions should be collected at many different levels of severity.

· There was lack of clarity in the understanding of the questions in the pilot test related to use of a symptom/function measure on admission and prior to discharge.  The measure was intended to be used to show individual progress over time. Organizations appeared to report if they had used a measure at any time during the course of treatment.  The definition of acceptable measures (standard and reliable) also needs to be emphasized in light of the qualitative data received about the actual measures used.

· The rate of completed suicide was extremely low, highlighting the importance of collecting data from a large pool to be able to draw generalizable suggestions. 

· Consumer-driven performance measures rely heavily on patient satisfaction data.  In the pilot test we learned that the kinds of questions being asked vary greatly and that the comparability of data was relatively low (e.g. for comparing one facility with another). There are many valid (if not comparable) ways to collect patient satisfaction data.  Issues related to the nature of the questions asked, the point in the treatment experience they are asked (prior to discharge, following discharge), data collection methods (random or convenience sampling, percent sampled, written surveys, phone interviews), acceptable return rates, and needs of special populations (children and adolescents/elderly) need to be explored in all the methods being used. 

· There was a very high level of enthusiasm about the NAPHS Benchmarking Initiative project.  Members recognized the importance of sharing data and are devoting resources to developing the systems that will make benchmarking possible.  A focus continues to be on generating data that are relevant to clinical operations and collected in ways that conserve limited resources. 

NEXT STEPS

Review of the Benchmarking Initiative has led the National Association of Psychiatric Health Systems (NAPHS) to undertake a major re-evaluation of the administrative, clinical, and financial performance measures that contribute to the delivery of high-quality care in a cost-effective way. Our goal is to make available to our members and the field at large the kinds of meaningful information necessary for decision-making.  We will explore ways our annual membership survey (Trends in Behavioral Healthcare Systems:  A Benchmarking Report) can be redesigned and used as a vehicle for collecting the information found to be most important to our members and the patients for whom they care.  Attention will be paid to timeliness as an essential component of any data collection effort.  

Through its Board of Trustees and Benchmarking Committee, NAPHS will continue to be actively involved in collaborative efforts to implement performance measurement throughout the behavioral health care field.  Some of the current efforts include participation in the work of the Joint Commission on Accreditation of Healthcare Organizations, the Center for Mental Health Services, the National Committee for Quality Assurance (NCQA), the Center for Quality Assessment and Improvement in Mental Health, and Quality Forum.  
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NOTES
� This phrase was first used in a benchmarking context by the American Managed Behavioral Healthcare Association (AMBHA) in its Performance Measures for Managed Behavioral Healthcare Programs (PERMS). 
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